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Motivation

Imagine you’re running minibatch SGD on a heterogeneous cluster of 1010
workers (GPUs), using a batch size (B) of 10. The fastest way to collect the
batch is to do it asynchronously across all workers. However, this approach
wastes the computations of at least 1000 workers.

Problem setup

Let a > 0. For all i € |n], X; is a positive random variable satisfying

| Xillyp, < o, where || X |, denotes the Orlicz norm of a real-valued random
variable X, defined as

| X[y, = inf{C" > 0 : Elexp(]X]/C)] < 2}.

The main objective of this work is to develop an online allocation strategy
with small expected total computation time, defined as Cx := 22{21 E|C(at)],
where

C(ar) := max ZXS;’{) .

i€supp(a) —

If the distributions of the arms were known in advance, the optimal allocation
a* € A would be selected to minimize the expected computation time per round,
E|[C(-)], and this allocation would be used consistently over K rounds, leading
to the optimal total computation time C} = KE|C'(a*)].

Based on empirical means, we define the lower confidence bounds s; ; as

Si,k — (,&z,k — COIlf(i, k))—l— ]

where (z), = max{x,0} and conf(-,-) is defined as

dea (\/lnfgf) | lnfgi)) , Kig 21,

\—l—OO, Ki,k =0.

conf(z, k) = ¢

Theorem 0.1. Let n := maxX;c[y Z— Then, the total expected computation
time after K rounds, using the allocation prescribed by ATA with inputs (B, )
satisfies

Cx < (1 +vIn B) Ct + O(nK) .
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We use the CIFAR-100 dataset and train a CNN with three convolutional
layers followed by two fully connected layers, totaling 160k parameters. The
Adam optimizer is used with a constant step size of 8 - 107°. Each worker’s
computation time is sampled from an exponential distribution, with the mean
increasing linearly across workers. The batch size is fixed at B = 23, and the
number of workers is n = 51.
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