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Achieving optimal training time 

with minimal computation 

in heterogeneous clusters 

through Adaptive Task Allocation

and online worker speed estimation.

Motivation
Imagine you’re running minibatch SGD on a heterogeneous cluster of 1010 
workers (GPUs), using a batch size (B) of 10. The fastest way to collect the 
batch is to do it asynchronously across all workers. However, this approach 
wastes the computations of at least 1000 workers.

ATA: Adaptive Task Allocation 
for Efficient Resource Management
in Distributed Machine Learning
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